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1. DEPARTMENT VISION & MISSION 

Vision: 

To produce globally competent and industry-ready graduates in Computer 

Science & Engineering by imparting quality education with the know-how of cutting-

edge technology and holistic personality. 

Mission: 

 

1. To offer high-quality education in Computer Science & Engineering in order to 

build core competence for the graduates by laying a solid foundation in Applied 

Mathematics and program frameworkwith a focus on concept building. 

2. The department promotes excellence in teaching, research, and collaborative 

activities to prepare graduates for a professional career or higher studies. 

3. Creating an intellectual environment for developing logical skills and problem-

solving strategies, thus developing, an able and proficient computer engineer to 

compete in the current global scenario. 

 

2. LIST OF PEOs, POs AND PSOs 

2.1 Program Educational Objectives (PEO): 

PEO 1: Excel in professional career and higher education by acquiring    knowledge 

of mathematical computing and engineering principles. 

PEO 2: To provide an intellectual environment for analyzing and designing 

computing systems for technical needs. 

PEO 3: Exhibit professionalism to adapt current trends using lifelong learning with 

legal and ethical responsibilities. 

PEO 4: To produce responsible graduates with effective communication skills and 

multidisciplinary practices to serve society and preserve the environment. 

 

 

 



 

2.2. Program Outcomes (POs): 

Engineering Graduates will be able to satisfy these NBA graduate attributes: 

1. Engineering knowledge: Apply the knowledge of mathematics, science, 

engineering fundamentals, and an engineering specialization to the 

solution of complex engineering problems 

2. Problem analysis: Identify, formulate, review research literature, and 

analyze complex engineering problems reaching substantiated 

conclusions using first principles of mathematics, natural sciences, and 

engineering sciences 

3. Design/development of solutions: Design solutions for complex 

engineering problems and design system components or processes that 

meet the specified needs with appropriate consideration for the public 

health and safety, and the cultural, societal, and environmental 

considerations 

4. Conduct investigations of complex problems: Use research-based 

knowledge and research methods including design of experiments, 

analysis and interpretation of data, and synthesis of the information to 

provide valid conclusions 

5. Modern tool usage: Create, select, and apply appropriate techniques, 

resources, and modern engineering and IT tools including prediction and 

modeling to complex engineering activities with an understanding of the 

limitations 

6. The engineer and society: Apply reasoning informed by the contextual 

knowledge to assess societal, health, safety, legal and cultural issues and 

the consequent responsibilities relevant to the professional engineering 

practice 

7. Environment and sustainability: Understand the impact of the 

professional engineering solutions in societal and environmental contexts, 

and demonstrate the knowledge of, and need for sustainable development 

8. Ethics: Apply ethical principles and commit to professional ethics and 

responsibilities and norms of the engineering practice 

9. Individual and team work: Function effectively as an individual, and as 

a member or leader in diverse teams, and in multidisciplinary settings 

10. Communication: Communicate effectively on complex engineering 

activities with the engineering community and with society at large, such 

as, being able to comprehend and write effective reports and design 

documentation, make effective presentations, and give and receive clear 

instructions 

11. Project management and finance: Demonstrate knowledge and 

understanding of the engineering and management principles and apply 

these to one’s own work, as a member and leader in a team, to manage 
projects and in multidisciplinary environments 



12. Life-long learning: Recognize the need for, and have the preparation and 

ability to engage in independent and life-long learning in the broadest 

context of technological change. 

 

2.3 Program Specific Outcomes (PSOs): 

PSO1: Professional Skills and Foundations of Software development: Ability to 

analyze, design and develop applications by adopting the dynamic nature of Software 

developments. 

PSO2: Applications of Computing and Research Ability: Ability to use knowledge 

in cutting edge technologies in identifying research gaps and to render solutions with 

innovative ideas. 

 

3. COURSE OBJECTIVES AND COURSE OUTCOMES 

Course Objectives:  

1.Concepts of the probability,  types of random variables and probability distributions. 

2. Sampling distributions and their properties, concepts on estimation. 

3. Concepts on testing the hypothesis concerning to large samples. 

4. Different kinds of tests related to small samples and tests concerned to small size. 

5. Samples and goodness of fit and independence of attributes using chi-square 

distribution. 

6. Stochastic process and Markov chains. 

Course Outcomes 

CO1 Analyze the theory of probability, probability distributions of single and multiple 

random variables.(Analyzing) 

CO2 Evaluate the mean, variance and discrete probability distributions.(Evaluating) 

CO3 Examine the continuous probability distributions and fundamental sampling 

distributions.(Analyzing) 

CO4 Estimate and test a statistical hypothesis.(Evaluating) 

CO5 Solve the Markov chains in stochastic processes.(Applying) 

 



 

 



 

 



4. SYLLABUS COPY 

UNIT-I: Random Variables 

Sample Space, Events, Counting Sample Points, Probability of an Event, Additive 

Rules, Conditional Probability, Independence, and the Product Rule, Baye’s theorem 
and problems. 

Random variables: Discrete and Continuous random variables, Probability Mass and 

Density functions, Expectation and Variance. 

 

UNIT-II: Probability Distributions 
Binomial, Poisson and Normal Distributions. Populations and Samples, Sampling 

distribution of the Mean (σ- known and unknown), Central limit theorem. 

 

UNIT-III: Estimation and Tests of Hypothesis for Large Samples 
Estimation: Point Estimation and Interval Estimation concerning Means for Large 

Samples. 

Tests of Hypothesis: Type–I and Type-II Errors, Hypothesis testing concerning 

single mean and difference of means and tests of hypothesis concerning to single 

proportion and difference of proportions. 

 

UNIT-IV: Tests of Hypothesis for Small Samples 

Student t-test, Hypothesis testing concerning one mean and two means, F-test and χ^2 
test, Goodness of fit, Independence of Attributes. 

 

UNIT-V: Stochastic Processes and Markov Chains 

Introduction to Stochastic processes- Markov process. Transition Probability, 

Transition Probability Matrix, First order and Higher order Markov process, n-step 

transition probabilities, Markov chain, Steady state condition, Markov analysis. 
 

TEXT BOOKS: 

1. Ronald E. Walpole, Raymond H. Myers, Sharon L. Myers, Keying Ye, Probability 

and Statistics for Engineers and Scientists, 9th Ed. Pearson Publishers.-T1 

2. S.C. Gupta and V.K. Kapoor, Fundamentals of Mathematical Statistics, Khanna 

Publications.-T2 

3. S.D. Sharma, Operations Research, Kedarnath and Ramnath Publishers, Meerut, 

Delhi.-T3 

 

REFERENCE BOOKS: 

1. T.T.Soong, Fundamentals of Probability and Statistics for Engineers, John Wiley & 

Sons Ltd, 2004. – R1 

2. Sheldon M Ross, Probability and Statistics for Engineers and Scientists, Academic 

Press. – R2            

 

 



5. INDIVIDUAL TIME TABLE (Dr.Y.Sunita Rani ) 

   

Time 
9:10AM- 
10:10AM 

10:10 AM- 
11:00AM 

11:00 AM-
11:50AM 

11:50AM- 
12:40PM 

12:40PM- 
1:20PM 

1:20PM-
2:20PM 

2:20PM-
3:10PM 

3:10PM-
4:00PM 

Perio

d Day I II III 

                    

IV 

  

 

V VI VII 

MON     COSM B  COSM A  COSM C  

TUE COSM A      COSM C  COSM B  

WED  COSM B      \  COSM A  

THU     

 

   

  

 

 

 

 

FRI COSM C    

 

     

SAT    

COSM A 

 COSM B   COSM C  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



6. SESSION PLAN/LESSON PLAN 

TOPICS SUB TOPICS NO. OF 

PERIODS 

SUGGESTED 

BOOKS 
TEACHING 

METHODS 

 

     UNIT-I 

  

Probability, 

Random 

Variables and 

Probability 

Distributions 

Sample Space, Events, Counting Sample points. L1 T1,T2,R2  

 

 

     

M1 

Probability of an event, Additive Rules. 
L2,L3 T1,T2,R1 

Conditional Probability,  Independence and the 

Product Rule 

L4,L5,L6 T1,T2,R2 

Baye’s theorem and problems L7 T1,T2,R2 

Concept of a random variable. L8 T1,T2,R2 

Random Variables L9 T1,T2,R2 

Discrete  Random Variables L10 T1,T2,R2 

Continuous  Random Variables L11,L12 T1,T2,R2 

 Probability Mass and Density Functions  

Expectation and Variance 

L13, L14 T1,R1,R2  

 

    UNIT-II 

      

Probability 

Distributions 
 

Binomial Distributions     

M11 Poisson Distributions L15, L16 T1,T2,R2 

Fit a Poisson Distribution L17, L18, L19 T1,T2,R2 

Normal Distribution L20, L21 T1,T2,R2 

Normal distribution, areas under the Normal 

Curve 

L22,L23,L24, 

L25 

T1,T2,,R1,R2 

 

UNIT-III 

  

 

 
 

Estimation and 

Tests of 

Hypothesis for 

Large Samples 

 

Applications of the Normal Distribution L26 T1,T2,,R1,R2  

 

 

 

M1 

Normal approximation to the Binomial L27 T1,T2,,R1,R2 

Populations and Samples L28 T1,T2,,R1,R2 

Sampling distribution of Mean L29 T1,T2,R2 

Sampling distribution of proportion L30 T1,T2,R2 

Central Limit Theorem L31 T1,T2,R2 

UNIT-IV 

Tests of 

Hypothesis for 

Small Samples 

Intervals    

 

 

M11 

Estimating the variance, Estimating a Proportion 

for single mean, Difference between two means, 
between two proportions for two samples and 

Maximum Likelihood Estimation 

L49, L50 T1,R1T2 

General Concepts, Testing a Statistical 

Hypothesis, Tests concerning a single mean, 
Tests on two means 

L51,L52 T1,T2 

Tests on a single proportion, Two samples: Tests 

on two proportions. 
 

L53, L54 R1,R2,T1 



 
 
METHODS OF TEACHING: 

 

 

 

 

 

 

 

 

 

     

UNIT - V 

Stochastic 

Processes and 

Markov 

Chains 

Introduction to Stochastic processes - Markov 

process. Transition Probability, Transition 

Probability Matrix 

L55,L56   T1,T2,T3,R1  

 

M1 
First and Higher order Markov process, n-step 

transition probabilities,  

L57 T1,T2,R2 

Markov chain, Steady state condition, Markov 

analysis 

L58, L59,L60 T1,R1,T2 

M1:Lecture Method M11:Tutorial 

M2:Demo Method M12:Assignment 

M3:Guest Lecture M13:Industry Visit 

M4:Presentation/PPT M14:Project Based Learning 

M5:Mind Map M15:Mnemonics 

M6:ATL Lab 

 

M16:Laboratory Improvement Future Trends 

M7:Group Learning 

 

M17:Collaborative Learning 

M8:One minute Paper 

 

M18:Think Pair Share 

M9 :Case Study M19:NPTEL Video Lectures 

M10:Flipped Classes M20:Innovative Assignment 



7. SESSION EXECUTION LOG: 

 

S no Unit Scheduled started date Completed date Remarks 

1 I 19-02-2024 29-02-2024 COMPLETED 

2 II 01-03-2024 23-03-2024 COMPLETED 

3 III 25-03-2024 20-04-2024 COMPLETED 

4 IV 22-04-2024 01-06-2024 COMPLETED 

5 V 02-06-2024 30-06-2024 COMPLETED 

 
 

 

 

 

 

 

 

 

 

8. LECTURE NOTES – (HAND WRITTEN) 
 

 

 

 

 

 

 

 



9. ASSIGNMENT QUESTIONS ALONG WITH SAMPLE 

ASSIGNMENTS SCRIPTS 

 

 

 

II.B.TECH  II SEM - I MID ASSIGNMENT QUESTIONS   CMREC/CSE/2023-2024 

   

Subject: Computer Oriented Statistical Methods                                                             BRANCH: 

CSE             

Answer all 5 questions: 

1. Of the three men, the chances that a politician, a business man or an academician will 
be appointed as a Vice - Chancellor (V.C.) of a  university are 0.5, 0.3, 0.2 

respectively. The probability that research is promoted by these  persons if they are 

appointed as V.C. are 0.3, 0.7, 0.8 respectively. Determine the probability that 

research is promoted. If research is promoted, what is the probability that V.C. is an 
academician?   (BL - 5)                       (CO 1) 

             

2.  A continuous random variable has the probability density function 

 𝑓(ݔ) = ఈ௫−݁ݔ݇}  , ݅𝑓 ݔ ≥ 0 ܽ݊݀ ∝ ≥ ݁ݎℎ݁ݓ݁ݏ݈݁        ,00   

    Determine (i) k (ii) Mean (iii) Variance (BL - 5)    (CO 1) 

              

3 a) Four coins are tossed 160 times. The number of times x heads occur is given      

below 

   x 0 1 2 3 4 

No. of 

times 

8 34 69 43 6 

 

Fit a Binomial distribution to this data on the hypothesis that coins are unbiased. 

               (BL - 4)         (CO 2)  
   b)Find the mean and variance of Poisson distribution. (BL - 1)   (CO 2) 

     

 

4. Find the mean and S.D. of the normal distribution in which 7 % of the items are under 

35 and 89 %   are under 63. (BL - 1)     (CO 2) 
         

5. a) Define Point and Interval Estimation. (BL - 1)      (CO 3) 

    
b)A random sample of size 100 has a standard deviation of 5. What can you say about 

the maximum error with 95 % confidence.(BL-5)   (CO 3) 

     
           

 



 
 

II.B.TECH  II SEM - II MID ASSIGNMENT QUESTIONS   CMREC/CSE/2023-2024 

   

Subject: Computer Oriented Statistical Methods            BRANCH: CSE             

 

Answer the following questions 
1.An oceanographer wants to check whether the mean depth of the ocean in a certain 

region is 57.4 fathoms, as had previously been recorded. What can he conclude at the 

level of significance 0.05=ߙ, if soundings taken at 40 random locations in the given 

region yielded a mean of 59.1fathoms with a standard deviation of 5.2 fathoms? Also 

calculate 95 % confidence interval.      (CO3) 

 

2 A). A simple sample of the height of 6400 Englishmen has a mean 

and a S.D of 2.56inches while a sample of heights of 1600 Australians has a 

mean of 68.55inches and S.D of 2.52 inches. Do the data indicate the 
Australians are on the average taller than the Englishmen? (Use α as 0.01).                   
(CO3) 

 

3.Two horses A and B were tested according to the time(in seconds) to run a 

particular track with thefollowing results .Test whether the two horses have 

the same running capacity.      (CO4)  

 

.   
 

4.A) From the following data , find whether there is any significant liking in 

the habit of soft drinks among the categories of employees. Use chi-Square 
distribution test with level of significance 0.05.    (CO4). 

 

Soft 

Drinks 

Cle

rks 

Teach

ers 

Officers 

Pepsi 

Thumsup 

Fanta 

10 

15 

50 

25 

30 

60 
 

65 

65 

30 

 

   B) Pumpkins were grown under two experimental conditions. Two random samples of 11 

and 9 pumpkins, show the sample standard deviations of their weights as 0.8 and 0.5 

respectively. Assuming that the weight distributions are normal, rest the hypothesis that the 

true variances are equal.        (CO4) 

 

5. A) Define Markov chain & Stochastic Matrix. When it is said to be regular.

        (CO5) 

 B) Find the equilibrium vector for P =[0.5 0.2 0.30.1 0.4 0.50.2 0.2 0.6]  (CO5) 

 

 

Horse A 28 30 32 33 33 29 34 

Horse B  29 30 30 24 27 29 - 



10. MID EXAM QUESTION PAPERS ALONG WITH 

SAMPLE ANSWERS SCRIPTS 

 

 
 

II.B.TECH- II-SEM-I MID EXAMINATION Date: Time: 28/04/2024     10:00-12:00 PM 

Subject: COSM  Branch: Common to CSE     Marks: 30 M 

Note: Question paper contains two parts, Part - A and Part - B. 

Part-A is compulsory which carries 10 marks. Answer all questions in part-A. 

Part-B consists of (21/2) units. Answer any one full question from each unit. Each question 

carries 5 marks and may have a, b, c sub questions. 

PART-A        5X2=10 

  1.State the addition theorem of probability for non - mutually exclusive events A and B.   

                  (BL - 1)         (CO 1)  

2. The probability density function of a continuous random variable X is given by f(x) = k݁−|௫|,−∞ ݔ> < ∞. Show  that k =  
12. (BL - 2)        (CO 1) 

3. A fair coin is tossed six times. Find the probability of getting four heads. (BL - 1)  (CO 2) 

4. If the mean of a Poisson distribution is 3, then Find P (X = 0). (BL - 1)  ( CO 2) 

5. If X is a normal random variable, find the area to the right of z = -1.45. (BL - 1)  (CO3)  

 

                                                 PART-B                  4X5=20 

 

6. Of the three men, the chances that a politician, a business man or an academician will be appointed 

as a Vice - Chancellor (V.C.) of a university are 0.5, 0.3, 0.2 respectively. The probability that research 

is promoted by these persons if they are appointed as V.C. are 0.3, 0.7, 0.8 respectively. Determine the 

probability that research is promoted. If research is promoted, what is the probability that V.C. is an 

academician? (BL - 5)         (CO 1) 

                                                                                      (OR) 

7. A continuous random variable has the probability density function 𝑓(ݔ) ఈ௫−݁ݔ݇} = , ݅𝑓 ݔ ≥ 0 ܽ݊݀ ∝ ≥ ݁ݎℎ݁ݓ݁ݏ݈݁        ,00   

   Determine (i) k (ii) Mean (iii) Variance (BL - 5)      (CO 1) 

8. Four coins are tossed 160 times. The number of times x heads occur is given below.  

   x 0 1 2 3 4 

No. of times 8 34 69 43 6 

Fit a Binomial distribution to this data on the hypothesis that coins are unbiased. (BL - 4) (CO 2)     

                                                                                    (OR) 

9.  Find the mean and variance of Poisson distribution.  (BL - 1)    (CO 2) 

10. Find the mean and S.D. of the Normal distribution in which 7 % of the items are under 35 and 89 % 

      are under 63. (BL - 1)         (CO 3)                       



       (OR) 

11. In a sample of 1000 cases, the mean of a certain test is 14 and standard deviation is 2.5. Assuming 

the  distribution to be Normal, find  

(i) How many students score between 12 and 15? 

 (ii) How many score above 18? 

  (iii) How many score below 18? (BL - 1)       (CO 3) 

 

 

 

 
 

II.B.TECH- II-SEM-II MID EXAMINATION  Date: Time: 12/06/2024         

10:00-12:00 PM 

Subject: COSM   Branch: Common to CSE                      Marks: 30 M 

Note: Question paper contains two parts, Part - A and Part - B. 

Part-A is compulsory which carries 10 marks. Answer all questions in part-A. 

Part-B consists of (21/2) units. Answer any one full question from each unit. Each question 

carries 5 marks and may have a, b, c sub questions. 

 

PART-A        5X2=10 

 

Define Null & Alternative hypothesis. (L1)     (CO3) 

2. Explain briefly the χ2(Chi-Square) test.  (L4)    (CO4) 
3. Explain t-distribution.(L4)       (CO4) 
4. Define stochastic process & Markov chain.(L1)    (CO5) 

5. If the transition probability matrix is [0 ݔ 130 0 13ݕ 14 ݖ ]. Find x, y an z ? (L1)  (CO5) 

 

PART-B          4X5=20 

6.An oceanographer wants to check whether the depth of the ocean in a certain 
region is 57.4 fathoms, as had previously been recorded. What can he conclude at 
the level of significance 0.05=ߙ,  if readings taken at 40 random locations in the 
given region yielded a mean of 59.1fathoms with a standard deviationof 5.2 
fathoms?    (CO3) 
    

7. A researcher wants to know the intelligence of students in a school.He selected two 

groups of students. In the first group there are 150 students having mean IQ of 75 with 

a S.D of 15. In the second group there are 250 students having mean IQ of 70 with S.D 

of 20.Is there a significant difference between the means of two groups ?           (CO3)

      

  



8.A sample of 26 bulbs gives a mean life of 990 hours with a S.D of 20 hours. The 

manufacturer claims that the mean life of bulbs is 1000 hours. Is the sample not up 

to the standard.               (CO4) 

          

9. The heights of 10 males of a given locality are found to be 70, 67, 62, 68, 61, 68, 70, 

64, 64, 66inches. Is it reasonable to believe that the average height is greater than 

64inches? Test at 5% significance level assuming that for 9 degrees of freedom 

(t=1.833 at α=0.05).           (CO4) 

 

10.Find the equilibrium vector or steady state vector for the transition 

matrix[0.5 0.2 0.30.1 0.4 0.50.2 0.2 0.6]                                                                                       (CO5) 

 

11. The transition probability matrix of a Markov chain {ݔ௡} ,n= 1,2,3 ……. 

having 3 states 1, 2 and 3 is P= [0.1 0.5 0.40.6 0.2 0.20.3 0.4 0.3] and the initial distribution is ܲ(0) = (0.7 0.2 0.1).  

Find  (i)  P(X2=3)(ii) P(X3=2,  X2=3,  X1=3,   X0=2).    (CO5) 

 

 

 

 

11. SCHEME OF EVALUATION   

       MID-1 
SCHEME OF EVALUATION 

 

-----------------------------------------------------------------------------------------------------------------------------------------------------------

-------- 

DESCRIPTIVE TEST - I                  A.Y:  2023-2024 

 
Branch  :  CSE                      Subject : COSM 

Class      :  II B.Tech  II Sem.                                                                                                 Max marks : 30 

 Time     :  10.00 AM  T0  11-30 AM. 

Note: Question paper contains two parts, Part - A and Part - B. 

Part - A is compulsory which carries 10 marks. Answer all questions in Part - A. 

Part - B consists of (2
૚૛) units. Answer any one full question from each unit. Each question carries 

5 marks and may have a,b,c sub questions. 

S.No.  THEORY MARKS TOTAL 

 

1. 

  Formula 1  

2 

 

Procedure 0.5 

 Final answer 0.5 

 

2. 

Formula 1  

2 

 

Procedure 0.5 

 Final answer 0.5 

  Formula 1  



3. Procedure 0.5 2 

  Final answer 0.5 

 

4. 

                     Formula 1  

2 

 

Procedure 0.5 

 Final answer 0.5 

 

5. 

  Diagram 1  

2 

 

Calculation 0.5 

 Final answer 0.5 

 

TOTAL 

 

 

10 

 

6. 

 Formula 2  

5 

 

Procedure 2 

 Final answer 1 

 

7. 

Formula 2  

5 

 

Procedure 2 

 Final answer 1 

 

8. 

Formula 2  

5 

 

Procedure 2 

 Final answer 1 

 

9. 

                    Formula 2  

5 

 

Procedure 2 

 Final answer 1 

 

10. 

Diagram 2  

5 

 

Procedure 2 

 Final answer  1 

 

11. 

Formula 2  

5 

 

Procedure 2 

 Final answer 1 

 

TOTAL 

 

 

20 

 

 

 



SCHEME OF EVALUATION     

MID-2 
 

-----------------------------------------------------------------------------------------------------------------------------------------------------------

-------- 

DESCRIPTIVE TEST - I                  A.Y:  2023-2024 

 
Branch  :  CSE                      Subject : COSM 

Class      :  II B.Tech  II Sem.                                                                                                 Max marks : 30 

 Time     :  10.00 AM  T0  11-30 AM. 

Note: Question paper contains two parts, Part - A and Part - B. 

Part - A is compulsory which carries 10 marks. Answer all questions in Part - A. 

Part - B consists of (2
૚૛) units. Answer any one full question from each unit. Each question carries 

5 marks and may have a,b,c sub questions. 

S.No.  THEORY MARKS TOTAL 

 

1. 

  Formula 1  

2 

 

Procedure 0.5 

 Final answer 0.5 

 

2. 

Formula 1  

2 

 

Procedure 0.5 

 Final answer 0.5 

 

3. 

 Formula 1  

2 

 

Procedure 0.5 

 Final answer 0.5 

 

4. 

                     Formula 1  

2 

 

Procedure 0.5 

 Final answer 0.5 

 

5. 

  Diagram 1  

2 

 

Calculation 0.5 

 Final answer 0.5 

 

TOTAL 

 

 

10 

 

6. 

 Formula 2  

5 

 

Procedure 2 

 Final answer 1 

 

7. 

Formula 2  

5 Procedure 2 



 Final answer 1  

 

8. 

Formula 2  

5 

 

Procedure 2 

 Final answer 1 

 

9. 

                    Formula 2  

5 

 

Procedure 2 

 Final answer 1 

 

10. 

Diagram 2  

5 

 

Procedure 2 

 Final answer  1 

 

11. 

Formula 2  

5 

 

Procedure 2 

 Final answer 1 

 

TOTAL 

 

 

20 

 

 
 

12. MAPPING OF COs WITH POs AND PSOs 

13.       3- HIGH, 2-MEDIUM, 1-LOW 

CO-PO Matrix 

CO's/PO's PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO1

C53014.1 3 2 2 2                 

C53014.2 3 2 2 2                 

C53014.3 3 2 2 2                 

C53014.4 3 2 2 2                 

C53014.5 3 2 2 2                 

CO-PO Matrix 

CO's/PO's PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO1 3 2 2 2         

CO2 3 2 2 2         

CO3 3 2 2 2         

CO4 3 2 2 2         

CO5 3 2 2 2         

CO6 3 2 2 2         



 

 

Course Outcome (CO)-Program Specific Outcome (PSO) Matrix: 
 

CO-PSO Matrix 

CO's/PSO's PSO1 PSO2 

C53014.1 2   

C53014.2 2   

C53014.3 2   

C53014.4 2   

C53014.5 2   

 

14. COS,POS,PSOS JUSTIFICATION 

CO1 Analyze the theory of probability, probability distributions of single and 

multiple random variables.(Analyzing) 

CO2 Evaluate the mean, variance and discrete probability 

distributions.(Evaluating) 

CO3 Examine the continuous probability distributions and fundamental 

sampling distributions.(Analyzing) 

CO4 Estimate and test a statistical hypothesis.(Evaluating) 

CO5 Solve the Markov chains in stochastic processes.(Applying) 

PSO1 Professional Skills and Foundations of Software development: Ability to 

analyze, design and develop applications by adopting the dynamic nature of 
Software developments. 

PSO2 Applications of Computing and Research Ability: Ability to use knowledge in 

cutting edge technologies in identifying research gaps and to render solutions 

with innovative ideas. 

 

 

 



 

14.   ATTAINMENT OF CO’s, PO’s and PSOs (Excel sheet) 



15. PREVIOUS YEAR QUESTION PAPERS 

 

 
 

 
 



 

 

 

 

 

 



 

 



 

 

 

 

 

 



16. POWER POINT PRESENTATIONS (PPTs) 

 

 

 



 

Power Point Presentations (PPTs): 

 

1. https://www.slideshare.net/mrraymondstats/random-variables 

2. https://www.slideshare.net/parthrdx/sqc 

3. https://library2.lincoln.ac.nz/documents/Normal-Binomial-Poisson.pdf 

4. https://www.slideshare.net/dataminingtools/sampling-distributions 

5. https://www.slideshare.net/mohitasija/correlation-and-regression-40667766 

6. https://www.slideshare.net/ShinkyJalhotra/queuing-theory-41568797 

7. http://slideplayer.com/slide/4850894/ 

 

17. Innovative Teaching Methods If Any (Attached Innovative 

Assignment) 

INNOVATIVE  ASSIGNMENT  : 

  1 . A businessman goes to hotels X, Y, Z 20%, 50%, 30% of the 

time respectively. It is known that 5%, 4%, 8% of the rooms in X, Y, 

Z hotels have faulty plumbing. What is the probability that 

business man’s room having faulty plumbing is assigned to hotel Z . 

(co-1) 

https://www.slideshare.net/mrraymondstats/random-variables
https://www.slideshare.net/parthrdx/sqc
https://library2.lincoln.ac.nz/documents/Normal-Binomial-Poisson.pdf
https://www.slideshare.net/dataminingtools/sampling-distributions
https://www.slideshare.net/mohitasija/correlation-and-regression-40667766
https://www.slideshare.net/ShinkyJalhotra/queuing-theory-41568797
http://slideplayer.com/slide/4850894/


2. The probability density function of a variate X is  

      

 

  

   Find i) ܲ(ܺ < 4), ܲ(ܺ ≥ 5), ܲ(3 < ݔ ≤ 6)    

         ii) What will be the minimum value of k so that ܲ(ܺ ≤ 2) > 0.3? (co-1) 

3. Using recurrence formula find the probabilities when x=0,1,2,3,4 and 5; 

if the mean of passion distribution is 3. (co-2) 

. 

4. Samples of size 2 are taken from the population 3,6,9,15,27 with 

replacement. Find    

    a) The  mean of the population.  

    b) The standard deviation of the population.  

    c) The mean of the  sampling distribution of means and   

    d) The standard deviation of the sampling distribution  of means. (co-3) 

  

5. The marks obtained in Statistics in a certain examination found to be 

normally distributed. If 15% of the students greater than or equal to 60 marks, 

40% less than 30 marks. Find the mean and standard deviation. (co-3 

 

18. References (Textbook/Websites/Journals) 

WEBSITES 

1. www.cf.ac.uk/mathssupport/usefulsites/index.html      

2. www.stat.fi/isi99/proceedings/arkisto/varasto 

3. www.mathsisfun.com/data/ 

4. www.math.uah.edu/stat 

5. http://www.youtube.com/watch?v=_oBgnTy85fM  

6. http://ocw.mit.edu/courses/mathematics/18-440-probability-and-random-

variables-spring-2011/lecture-notes/  

7. http://ocw.mit.edu/courses/electrical-engineering-and-computer-

science/6-041-probabilistic-systems-analysis-and-applied-probability-

fall-2010/video-lectures/  

8. http://freevideolectures.com/Course/2950/Introduction-to-Probability-

and-Statistics-Fall-2011  

X 0 1 2 3 4 5 6 

P(X) ݇ 3݇ 5݇ 7݇ 9݇ 11݇ 13݇ 

http://www.stat.fi/isi99/proceedings/arkisto/varasto
http://www.math.uah.edu/stat
http://www.youtube.com/watch?v=_oBgnTy85fM
http://ocw.mit.edu/courses/mathematics/18-440-probability-and-random-variables-spring-2011/lecture-notes/
http://ocw.mit.edu/courses/mathematics/18-440-probability-and-random-variables-spring-2011/lecture-notes/
http://ocw.mit.edu/courses/electrical-engineering-and-computer-science/6-041-probabilistic-systems-analysis-and-applied-probability-fall-2010/video-lectures/
http://ocw.mit.edu/courses/electrical-engineering-and-computer-science/6-041-probabilistic-systems-analysis-and-applied-probability-fall-2010/video-lectures/
http://ocw.mit.edu/courses/electrical-engineering-and-computer-science/6-041-probabilistic-systems-analysis-and-applied-probability-fall-2010/video-lectures/
http://freevideolectures.com/Course/2950/Introduction-to-Probability-and-Statistics-Fall-2011
http://freevideolectures.com/Course/2950/Introduction-to-Probability-and-Statistics-Fall-2011


9. http://www.scribd.com/doc/38271591/MIT-Lecture-Notes-on-Probability  

JOURNALS  

 ACM Transactions on Modeling and Computer Simulation, Association 

for Computing Machinery (New York) 

  Advances and Applications in Statistics, Pushpa Publishing House 

(Allahabad)  

 Advances in Applied Probability, Applied Probability Trust (Sheffield)  

  Advances in Statistical Analysis, German Statistical Society, Springer.  

 Aligarh Journal of Statistics, The, Aligarh Muslim University (Aligarh, 

India)  

 Allgemeines Statistisches Archiv, German Statistical Society and 

Physica-Verlag  

  American Journal of Epidemiology, Oxford University Press, for the 

Johns Hopkins Bloomberg School of Public Health  
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