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ABSTRACT 

  

This project investigates the feasibility of using machine learning to predict identical twins based 

on genetic and phenotypic data. Leveraging a dataset containing genetic markers, physiological 

parameters, and behavioral characteristics, various algorithms are trained and evaluated. The 

results show promising predictive capabilities, suggesting potential applications in medical 

genetics and forensic identification. Ethical considerations surrounding privacy, consent, and 

potential misuse of predictive technologies are also discussed. This study contributes to the 

advancement of predictive modeling at the intersection of genetics, data science, and ethical 

concerns, offering insights into the practical implications and challenges of such applications. 

 

 

 

 

 

 

 

 

 

 

 

 



1. INTRODUCTION 

The events of 11 September 2001 have made it painfully clear even to an uninformed observer 

that we have entered a period of history where states and even superpowers can be challenged in 

unorthodox ways. Repeatedly in our daily times, national news and social media, we hear about 

the crimes of credit card fraudulent acts, armed robbery, impersonation, computer breaking's by 

hackers, security breaches in a company or government building to mention a few. In most of 

these cases, the criminals took advantage of the setback in the conventional access control 

systems which do not grant access by "who we are", but rather by "what we have", such as ID 

cards, keys, passwords, emails, username, PIN numbers, or mother's maiden name, however 

none of these means really define us. In other words if someone steals, duplicates, or acquires 

this identity, means he or she will be able to access our data or our personal property any time 

they want, and as a result we find ourselves in a world where there is an increased rate of 

insecurity continuously affecting both the developed, developing and the under developed habitat 

of humanity .The security of our habitant cannot be waved aside by a flip of hands as 

government at all levels is struggling day and night to curb these challenges that are now 

technologically driven .According to  any socio-economic development of a person, organization 

or a nation depends not only on its ability to provide a sustained security of information, lives 

and properties which is vital to its continued existence but also on its ability to strategically 

generate competitive intelligence through surveillance, as the need to maintain and secure 

information or physical property is becoming both increasingly important and challenging. 

Recently, Biometric technology became available to allow recognition and verification of "true" 

individual identity through biometric systems to help support criminal investigation. This system 

refers to technologies that analyse and measure human body characteristics features for security 

applications . These features include fingerprints, palm, DNA, voice patterns, irises, hand 

measurements and facial patterns, which are called biometric features. Biometric access control 

are automated methods of verifying or recognizing the identity of a living person on the basis of 

some physiological characteristics, such as fingerprints or facial features, or some aspects of the 

person's behaviour , like his/her handwriting style or keystroke patterns .Since biometric systems 

identify a person by biological characteristics, they are difficult to forge. Among the various 

biometric identification methods face recognition has been described as the “Holy Grail” of 

biometric identification systems, due to a number of significant advantages over other methods 



of identification (as well as the difficulties encountered in the quest to obtain a practical working 

system). However, with the current state of the art, these advantages do not include operating 

performance in terms of recognition accuracy. When compared with other identification 

technologies, face recognition cannot compete with the low error rates achieved using iris or 

fingerprint systems. It is one of the few biometric methods that possess the merits of both high 

accuracy and low intrusiveness . It has the accuracy of a physiological approach without being 

intrusive. For this reason, since the early 70's face recognition has drawn the attention of 

researchers in fields from security, psychology, and image processing, to computer vision. The 

major problem yet to be solved despite these series of research works has been to differentiate 

identical twin with face . There have been many attempts to solve this problem. The early 

approaches are aimed for grey level images only, view based detectors are popular in this 

category, including Rowley’s neural networks classifier Sung and Poggio’s correlation templates 

matching scheme based on image invariants and Eigen-face decomposition. Model based 

detection is another category of face detectors but they all ended up solving the problem of 

detection and not recognition .came close with their research on face recognition, but their work 

cannot differentiate twins. This born out the author’s motivation to embark on this research 

work, providing a new applicable dimension to this trend to differentiate and recognize two 

similar faces or different persons, employing machine learning techniques to train bag of 

extracted features from the faces (real and query images) after it has been processed employing 

image processing techniques for accurate recognition using mathlab as the implementation tool. 

  

1.1 Objective of the Project 

Digital twin technology has a huge potential for widespread applications in different industrial 

sectors such as infrastructure, aerospace, and automotive. However, practical adoptions of this 

technology have been slower, mainly due to a lack of application-specific details. Here we focus 

on a digital twin framework for linear single-degree-of-freedom structural dynamic systems 

evolving in two different operational time scales in addition to its intrinsic dynamic time-scale. 

Our approach strategically separates into two components – (a) a physics-based nominal model 

for data processing and response predictions, and (b) a data-driven machine learning model for 



the time-evolution of the system parameters. The physics-based nominal model is system-

specific and selected based on the problem under consideration. On the other hand, the data-

driven machine learning model is generic. For tracking the multi-timescale evolution of the 

system parameters, we propose to exploit a mixture of experts as the data-driven model. Within 

the mixture of experts model, Gaussian Process (GP) is used as the expert model. The primary 

idea is to let each expert track the evolution of the system parameters at a single time-scale. For 

learning the hyperparameters of the ‘mixture of experts using GP’, an efficient framework that 

exploits expectationmaximization and sequential Monte Carlo sampler is used. Performance of 

the digital twin is illustrated on a multi-timescale dynamical system with stiffness and/or mass 

variations. The digital twin is found to be robust and yields reasonably accurate results. One 

exciting feature of the proposed digital twin is its capability to provide reasonable predictions at 

future time-steps. Aspects related to the data quality and data quantity are also investigated. 

  

  

  

  

  

 

 

 

 

 

 

 

 

 



 

2.LITERATURE SURVEY 

Facial component analysis and image processing for face detection. 

One of the fastest and simplest ways to distinguish between two persons who seem identical is to 

look at their face. Face recognition is a kind of personal identification system that uses an 

individual's physical traits to determine their identity. Face detection, which occurs quickly in 

people (unless in situations when the item is nearby), and face recognition are the main steps in 

the process of identifying a face. The second phase, dubbed "introduction," is proving that a 

certain person is connected to a specific face. Then, using a duplicate of the scene, a model for 

facial image recognition—also known as face recognition—is created. One of the biometrics 

technologies that has attracted the most research focus is facial recognition. The Fisher face 

technique and the Eigenface method are two examples of the several techniques utilized in the 

established facial recognition patterns of today. The conceptual basis of the technique is the 

Principal Component Analysis (PCA), which is used to minimize the face-dimensional space 

occupied by facial features. Finding the eigenvector that corresponds to the face image's biggest 

eigenvalue was the main goal of principal component analysis (PCA) when it came to face 

recognition using Eigen faces (facial space). Image processing will be a major component of the 

face detection and identification system that is being developed for this project. Software called 

Matlab is necessary for this task. 

Design and implementation of face detection system  

High speed security and defense applications demand a quick decision for face recognition 

which requires a computationally time-efficient algorithm. These algorithms are primarily used 

to generate design values. The generation of eigen values by employing decomposition method 

normally provides solution in O(n3) time whereas an orthogonalizational process, called fast 

principal component analysis (PCA) provides the same in O(n 
2
 ) time. However, because of an 

orthonormalization convergence condition of Grams-Schmidt (GS) iterative process, fast PCA 

could result in non-deterministic state, especially for high resolution images. This could be 

associated with orthogonal vector space in GS, which causes nonconvergence of eigen solution 

under limited iteration. A modification has been proposed in fast PCA to generate eigen values 

for images including those at high resolution. By using these generated eigen values, an 

algorithm has been developed to optimize the error rate in face recognition systems under 



varying dimensionalities. The developed technique which provides deterministic, time efficient 

and low error rate solution could be a useful tool for high speed image recognition systems. 

Neural network-based face detection 

With the tremendous increase in video and image database there is a great need of automatic 

understanding and examination of data by the intelligent systems as manually it is becoming out 

of reach. Narrowing it down to one specific domain, one of the most specific objects that can be 

traced in the images are people i.e. faces. Face detection is becoming a challenge by its 

increasing use in number of applications. It is the first step for face recognition, face analysis and 

detection of other features of face. In this paper, various face detection algorithms are discussed 

and analysed like Viola-Jones, SMQT features & SNOW Classifier, Neural Network-Based Face 

Detection and Support Vector Machine-Based face detection. All these face detection methods 

are compared based on the precision and recall value calculated using a DetEval Software which 

deals with précised values of the bounding boxes around the faces to give accurate results. 

Robust Face Detection Using the Hausdorff Distance. 

This paper proposes a novel approach for robust face detection based on our enhanced Hausdorff 

distance (HD). A major aim of this research is to achieve a highly efficient method in face 

detection that can be used in real-time applications. In our approach, a technique to automatically 

determine an appropriate size of an elliptical model is also introduced. Therefore, there is no 

requirement for an expert user to intervene in the process. In addition, the enhanced HD 

proposed in our method consumes much less computation time but provides higher efficiency 

and more reliability than the conventional HD. 

Example-based learning for view-based human face detection 

We present an example-based learning approach for locating vertical frontal views of human 

faces in complex scenes. The technique models the distribution of human face patterns by means 

of a few view-based "face" and "nonface" model clusters. At each image location, a difference 

feature vector is computed between the local image pattern and the distribution-based model. A 

trained classifier determines, based on the difference feature vector measurements, whether or 

not a human face exists at the current image location. We show empirically that the distance 

metric we adopt for computing difference feature vectors, and the "nonface" clusters we include 

in our distribution-based model, are both critical for the success of our system. 

Probabilistic visual learning for object representation 



We present an unsupervised technique for visual learning, which is based on density estimation 

in high-dimensional spaces using an eigenspace decomposition. Two types of density estimates 

are derived for modelling the training data: a multivariate Gaussian (for unimodal distributions) 

and a mixture-of-Gaussians model (for multimodal distributions). Those probability densities are 

then used to formulate a maximum-likelihood estimation framework for visual search and target 

detection for automatic object recognition and coding. Our learning technique is applied to the 

probabilistic visual modelling, detection, recognition, and coding of human faces and nonrigid 

objects, such as hands. 

Implementation and Performance Analysis of Face Recognition Using MATLAB 

A face recognition system is a computer application for automatically identifying or verifying a 

person from a digital image or a video frame from a video source. Face recognition is the most 

efficient and sophisticated method for the security systems. It is the part of the Biometric 

Technology, which has been widely used in forensics, secured access, human computer 

interaction and prison security. The paper presents a face recognition system that is developed 

using MATLAB which recognizes the input face from a set of training faces. This paper analyses 

the face recognition using edge detection method which extracts the edges of an image. Edge 

detector gives a binary image in which the white pixels closely approximate the true edges of the 

original image. This paper has real life examples and simulates the algorithm in MATLAB. 

Differentiating Identical Twins by Using Conditional Face Recognition Algorithms 

Facial recognition algorithms should be able to operate even when similar-looking individuals 

are encountered, or even in the extreme case of identical twins. An experimental data set 

comprised of 17486 images from 126 pairs of identical twins (252 subjects) collected on the 

same day and 6864 images from 120 pairs of identical twins (240 subjects) with images taken a 

year later was used to measure the performance on seven different face recognition algorithms. 

Performance is reported for variations in illumination, expression, gender, and age for both the 

same day and cross-year image sets. Regardless of the conditions of image acquisition, 

distinguishing identical twins are significantly harder than distinguishing subjects who are not 

identical twins for all algorithms. 

Approaches and methods to face recognition. 

 We present our study of the face recognition problem. Due to difference in human pose, face 

expression, hairstyle, image style and lighting conditions, the problem is very difficult. To solve 



it we have to test different image processing tools and heuristics for robust recognition. The 

main features of our approach are detection of fiducial points, calculation of geometric 

features and application of nonlinear image dissimilarity function at the final recognition stage. 

We demonstrate the power of the approach by experiments. 

Face recognition system using Adaboost algorithm. IEEE Transactions on Neural 

Networks 

Face recognition technology is a biometric technology, which is based on the identification of 

facial features of a person. People collect the face images, and the recognition equipment 

automatically processes the images. The paper introduces the related researches of face 

recognition from different perspectives. The paper describes the development stages and the 

related technologies of face recognition. We introduce the research of face recognition for real 

conditions, and we introduce the general evaluation standards and the general databases of face 

recognition. We give a forward-looking view of face recognition. Face recognition has become 

the future development direction and has many potential application prospects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 3. SYSTEM ANALYSIS 

 3.1 EXISTING SYSTEM 

In existing we are using decision tree algorithm for the prediction of identical twins .The events 

of 11 September 2001 have made it painfully clear even to an uninformed observer that we have 

entered a period of history where states and even superpowers can be challenged in unorthodox 

ways. Repeatedly in our daily times, national news and social media, we hear about the crimes of 

credit card fraudulent acts, armed robbery, impersonation, computer breaking's by hackers, 

security breaches in a company or government building to mention a few. In most of these cases, 

the criminals took setback in the conventional access control systems which do not grant access 

by "who we are", but rather by "what we have", such as ID cards, keys, passwords, emails, 

username, PIN numbers, or mother's maiden name, however none of these means really define 

us. In other words if someone steals, duplicates, or acquires this identity, means he or she will be 

able to access our data or our personal property any time they want, and as a result we find 

ourselves in a world where there is an increased rate of insecurity continuously affecting both the 

developed, developing and the under developed habitat of humanity .The security of our habitant 

cannot be waved aside by a flip of hands as government at all levels is struggling day and night 

to curb these challenges that are now technologically driven. 

Disadvantage 

 High error rate 

 Less accuracy. 

3.2 PROPOSED SYSTEM 

In real words twins faces are exists and this twins can utilize advantages to dupe peoples in 

examination or any other organizations. To detect such twins we are applying machine learning 

algorithms such as Naïve Bayes and Random Forest which may get trained on possible Real and 

Twins faces. Once after training we can input face to this trained model to identify weather face 

is Real or Twin. Before training we are applying various image processing techniques such as 

applying Bilateral Filters to enhance image quality and then convert image to Black & White 

format and then apply Object detection technique to detect face from image. This processed  



Advantages 

 To develop a system that recognizes the real image identity of two identical suspects. 

 To employ machine learning and bag of features for the recognition and verification 

process  

 To develop a system that support and improves forensic investigation 

 low error rates 

  

MODULES 

To implement this project we have designed following modules 

Upload Twins Dataset: using this module we will upload dataset to application and then apply 

filtration and object detection techniques . 

Dataset Preprocessing: Using this module we will read each image and then extract each pixel 

and then normalize image pixel values between 0 and 1. 

Run Naive Bayes Algorithm: 80% processed train images will be input to Naive Bayes 

Algorithm to train a model and this model will be applied on 20% test images to calculate 

prediction accuracy. 

Run Random Forest Algorithm: 80% processed train images will be input to Random Forest 

Algorithm to train a model and this model will be applied on 20% test images to calculate 

prediction accuracy. 
Comparison Graph:  using this module we will plot comparison graph between both 

algorithms. 

Twins or Real Face Prediction: using this module we will upload test images and then 

algorithm will predict weather image is real or belongs to twins. 

  

  

  

  

 

 



3.3. PROCESS MODEL USED WITH JUSTIFICATION 

SDLC (Umbrella Model): 

  

SDLC is nothing but Software Development Life Cycle. It is a standard which is used by 

software industry to develop good software. 

Stages in SDLC: 

 Requirement Gathering 

 Analysis  

 Designing 

 Coding 

 Testing 

 Maintenance 

 

 

 



3.4. Software Requirement Specification  

 

 3.4.1. Overall Description 

A Software Requirements Specification (SRS) – a requirements specification for a software 

system  is a complete description of the behaviour of a system to be developed. It includes a set 

of use cases that describe all the interactions the users will have with the software. In addition to 

use cases, the SRS also contains non-functional requirements. Non-functional requirements are 

requirements which impose constraints on the design or implementation (such as performance 

engineering requirements, quality standards, or design constraints).  

System requirements specification: A structured collection of information that embodies the 

requirements of a system. A business analyst, sometimes titled system analyst, is responsible for 

analyzing the business needs of their clients and stakeholders to help identify business problems 

and propose solutions. Within the systems development lifecycle domain, the BA typically 

performs a liaison function between the business side of an enterprise and the information 

technology department or external service providers. Projects are subject to three sorts of 

requirements: 

 Business requirements describe in business terms what must be delivered or 

accomplished to provide value. 

 Product requirements describe properties of a system or product (which could be one of 

several ways to accomplish a set of business requirements.) 

 Process requirements describe activities performed by the developing organization. For 

instance, process requirements could specify .Preliminary investigation examine project 

feasibility, the likelihood the system will be useful to the organization. The main objective of the 

feasibility study is to test the Technical, Operational and Economical feasibility for adding new 

modules and debugging old running system. All system is feasible if they are unlimited resources 

and infinite time. There are aspects in the feasibility study portion of the preliminary 

investigation:  

http://en.wikipedia.org/wiki/Requirements_specification
http://en.wikipedia.org/wiki/Software_system
http://en.wikipedia.org/wiki/Software_system
http://en.wikipedia.org/wiki/Use_case
http://en.wikipedia.org/wiki/Non-functional_requirements
http://en.wikipedia.org/wiki/Performance_engineering
http://en.wikipedia.org/wiki/Performance_engineering
http://en.wikipedia.org/wiki/Quality_%28business%29
http://en.wikipedia.org/wiki/Business_analyst
http://en.wikipedia.org/wiki/System_analyst
http://en.wikipedia.org/wiki/Systems_development_life_cycle
http://en.wikipedia.org/wiki/Business_requirements


  

• ECONOMIC FEASIBILITY  

A system can be developed technically and that will be used if installed must still be a good 

investment for the organization. In the economical feasibility, the development cost in creating 

the system is evaluated against the ultimate benefit derived from the new systems. Financial 

benefits must equal or exceed the costs. The system is economically feasible. It does not require 

any addition hardware or software. Since the interface for this system is developed using the 

existing resources and technologies available at NIC, There is nominal expenditure and 

economical feasibility for certain. 

•   OPERATIONAL FEASIBILITY   

Proposed projects are beneficial only if they can be turned out into information system. That will 

meet the organization’s operating requirements. Operational feasibility aspects of the project are 

to be taken as an important part of the project implementation. This system is targeted to be in 

accordance with the above-mentioned issues. Beforehand, the management issues and user 

requirements have been taken into consideration. So there is no question of resistance from the 

users that can undermine the possible application benefits. The well-planned design would 

ensure the optimal utilization of the computer resources and would help in the improvement of 

performance status.  

•   TECHNICAL FEASIBILITY 

Earlier no system existed to cater to the needs of ‘Secure Infrastructure Implementation System’. 

The current system developed is technically feasible. It is a web based user interface for audit 

workflow at NIC-CSD. Thus it provides an easy access to .the users. The database’s purpose is 

to create, establish and maintain a workflow among various entities in order to facilitate all 

concerned users in their various capacities or roles. Permission to the users would be granted 

based on the roles specified.  Therefore, it provides the technical guarantee of accuracy, 

reliability and security.  

 



 

 

3.4.2. External Interface Requirements 

User Interface 

The user interface of this system is a user friendly python Graphical User Interface. 

Hardware Interfaces 

The interaction between the user and the console is achieved through python capabilities.  

HARDWARE REQUIREMENTS: 

 Processor  - Pentium –IV 

 Speed   -     1.1 Ghz 

 RAM   -     256 MB(min) 

 Hard Disk  -    20 GB 

 Key Board  -     Standard Windows Keyboard 

 Mouse   -     Two or Three Button Mouse 

 Monitor  -     SVGA 

SOFTWARE REQUIREMENTS: 

 Operating System  - Windows7/8 

 Programming Language - Python 

 



 

  

4. SYSTEM DESIGN 

UML Diagram: 

The Unified Modelling Language allows the software engineer to express an analysis model 

using the modelling notation that is governed by a set of syntactic semantic and pragmatic rules. 

A UML system is represented using five different views that describe the system from distinctly 

different perspective. Each view is defined by a set of diagram, which is as follows. 

User Model View 

This view represents the system from the users perspective. 

The analysis representation describes a usage scenario from the end-users perspective. 

Structural Model view 

In this model the data and functionality are arrived from inside the system. 

This model view models the static structures. 

Behavioural Model View 

It represents the dynamic of behavioural as parts of the system, depicting the interactions of 

collection between various structural elements described in the user model and structural model 

view. 

Implementation Model View 

In this the structural and behavioural as parts of the system are represented as they are to be built. 

 

 



 

5. IMPLEMETATION 

5.1 Sample Code: 

Main.py 

from tkinter import messagebox 

from tkinter import *from tkinter import simpledialog 

import tkinter 

import matplotlib.pyplot as plt 

  

import numpy as np 

from tkinter import simpledialog 

from tkinter import filedialog 

import os 

import cv2 

from sklearn.model_selection import train_test_split 

from sklearn.ensemble import RandomForestClassifier 

from sklearn.naive_bayes import GaussianNB 

from sklearn.metrics import accuracy_score 

from sklearn.preprocessing import StandardScaler 

from sklearn.naive_bayes import GaussianNB 



from sklearn.metrics import confusion_matrix 

from sklearn.metrics import precision_score 

from sklearn.metrics import recall_score 

from sklearn.metrics import f1_score 

import seaborn as sns 

import pandas as pd 

main = tkinter.Tk() 

main.title("Prediction of Identical Twins using ML") #designing main screen 

main.geometry("1300x1200") 

global filename 

global X, Y 

global X_train, X_test, y_train, y_test 

global accuracy, precision, recall, fscore, labels, rf 

global scaler 

labels = ['Real', 'Twins'] 

def getID(name): 

    index = 0 

    for i in range(len(labels)): 

        if labels[i] == name 

index = i 



            break 

    return index      

def uploadDataset(): 

    global filename 

    global X, Y 

    filename = filedialog.askdirectory(initialdir=".") 

    text.delete('1.0', END) 

    text.insert(END,filename+" loaded\n") 

    if os.path.exists("model/X.txt.npy"): 

        X = np.load('model/X.txt.npy') 

        Y = np.load('model/Y.txt.npy') 

    else: 

        for root, dirs, directory in os.walk(filename): 

            for j in range(len(directory)): 

                name = os.path.basename(root) 

                if 'Thumbs.db' not in directory[j]: 

                    img = cv2.imread(root+"/"+directory[j]) 

                    bilateral_filter = cv2.bilateralFilter(img,15,80,80) 

                    bilateral_filter = cv2.cvtColor(bilateral_filter, cv2.COLOR_BGR2GRAY) 

                    clahe = cv2.createCLAHE(clipLimit = 2, tileGridSize = (8, 8)) 



                    bilateral_filter = clahe.apply(bilateral_filter) 

                    detected_image = cv2.Canny(bilateral_filter,50,150) 

                    img = cv2.resize(detected_image, (32, 32)) 

                    X.append(img.ravel()) 

                    label = getID(name) 

                    Y.append(label) 

        X = np.asarray(X) 

        Y = np.asarray(Y) 

        np.save('model/X.txt',X) 

        np.save('model/Y.txt',Y)                     

    text.insert(END,"Labels in Dataset : "+str(labels)+"\n") 

    text.insert(END,"Total Real & Twins Images found in dataset : "+str(X.shape[0])) 

def DatasetPreprocessing(): 

    text.delete('1.0', END) 

    global X, Y 

    global X_train, X_test, y_train, y_test, scaler 

    X = X.astype('float32') 

    scaler = StandardScaler() 

    X = scaler.fit_transform(X) 

    indices = np.arange(X.shape[0]) 



    np.random.shuffle(indices) 

    X = X[indices] 

    Y = Y[indices] 

    X_train, X_test, y_train, y_test = train_test_split(X, Y, test_size=0.5) #split dataset into train 

and test 

    text.insert(END,"Dataset Normalization & Preprocessing Task Completed\n\n") 

    text.insert(END,"Dataset Train & Test Splits\n") 

    text.insert(END,"Total images found in dataset : "+str(X.shape[0])+"\n") 

    text.insert(END,"80% dataset used for training  : "+str(X_train.shape[0])+"\n") 

    text.insert(END,"20% dataset user for testing   : "+str(X_test.shape[0])+"\n") 

def calculateMetrics(algorithm, testY, predict): 

    global labels 

    p = precision_score(testY, predict,average='macro') * 100 

    r = recall_score(testY, predict,average='macro') * 100 

    f = f1_score(testY, predict,average='macro') * 100 

    a = accuracy_score(testY,predict)*100 

    accuracy.append(a) 

    precision.append(p) 

    recall.append(r) 

    fscore.append(f) 



    text.insert(END,algorithm+" Accuracy  : "+str(a)+"\n") 

    text.insert(END,algorithm+" Precision : "+str(p)+"\n") 

    text.insert(END,algorithm+" Recall    : "+str(r)+"\n") 

    text.insert(END,algorithm+" FSCORE    : "+str(f)+"\n\n") 

    conf_matrix = confusion_matrix(testY, predict) 

    ax = sns.heatmap(conf_matrix, xticklabels = labels, yticklabels = labels, annot = True, 

cmap="viridis" ,fmt ="g"); 

    ax.set_ylim([0,len(labels)]) 

    plt.title(algorithm+" Confusion matrix")  

    plt.ylabel('True class')  

    plt.xlabel('Predicted class')  

    plt.show()  

def runNaiveBayes(): 

    text.delete('1.0', END) 

    global accuracy, precision, recall, fscore, cnn_model 

    global X_train, y_train, X_test, y_test 

    accuracy = [] 

    precision = [] 

    recall = []  

    fscore = [] 



    nb = GaussianNB() 

    nb.fit(X_train, y_train) 

    predict = nb.predict(X_test) 

    calculateMetrics("Naive Bayes", y_test, predict) 

def runRandomForest(): 

    global rf 

    global X_train, y_train, X_test, y_test 

    rf = RandomForestClassifier() 

    rf.fit(X_train, y_train) 

    predict = rf.predict(X_test) 

    calculateMetrics("Random Forest", y_test, predict) 

def graph(): 

    df=pd.DataFrame([['NaiveBayes','Accuracy',accuracy[0]],['Naive 

Bayes','Precision',precision[0]],['NaiveBayes','Recall',recall[0]],['Naive 

Bayes','FSCORE',fscore[0]],['RandomForest','Accuracy',accuracy[1]],['Random 

Forest','Precision',precision[1]],['RandomForest','Recall',recall[1]],['Random 

Forest','FSCORE',fscore[1]], ],columns=['Algorithms','Accuracy','Value']) 

    df.pivot("Algorithms", "Accuracy", "Value").plot(kind='bar') 

    plt.title("All Algorithm Comparison Graph") 

    plt.show()     

def predict(): 



    global rf, scaler 

    filename = filedialog.askopenfilename(initialdir="testImages") 

    img = cv2.imread(filename) 

    bilateral_filter = cv2.bilateralFilter(img,15,80,80) 

    bilateral_filter = cv2.cvtColor(bilateral_filter, cv2.COLOR_BGR2GRAY) 

    clahe = cv2.createCLAHE(clipLimit = 2, tileGridSize = (8, 8)) 

    bilateral_filter = clahe.apply(bilateral_filter) 

    detected_image = cv2.Canny(bilateral_filter,50,150) 

    image = cv2.resize(detected_image, (32, 32)) 

    X = [] 

    X.append(image.ravel()) 

    X = np.asarray(X) 

    X = X.astype('float32') 

    X = scaler.transform(X) 

    predict = rf.predict(X)[0] 

    img = cv2.imread(filename) 

    img = cv2.resize(img, (700,400)) 

    cv2.putText(img,'PredictedAs:'+labels[predict],(10,25),            

cv2.FONT_HERSHEY_SIMPLEX,0.7, (0, 0, 255), 2) 

    cv2.imshow('Predicted As : '+labels[predict], img) 



    cv2.imshow("Detected Object", detected_image) 

    cv2.waitKey(0) 

font = ('times', 16, 'bold') 

title = Label(main, text='Prediction of Identical Twins using ML') 

title.config(bg='LightGoldenrod1', fg='medium orchid')   

title.config(font=font)            

title.config(height=3, width=120)        

title.place(x=0,y=5) 

font1 = ('times', 12, 'bold') 

text=Text(main,height=22,width=140) 

scroll=Scrollbar(text) 

text.configure(yscrollcommand=scroll.set) 

text.place(x=10,y=200) 

text.config(font=font1) 

font1 = ('times', 12, 'bold') 

uploadButton = Button(main, text="Upload Twins Dataset", command=uploadDataset) 

uploadButton.place(x=50,y=100) 

uploadButton.config(font=font1)   

preButton = Button(main, text="Dataset Preprocessing", command=DatasetPreprocessing) 

preButton.place(x=300,y=100) 



preButton.config(font=font1)  

nbButton = Button(main, text="Run Naive Bayes Algorithm", command=runNaiveBayes) 

nbButton.place(x=510,y=100) 

nbButton.config(font=font1)  

rfButton = Button(main, text="Run Random Forest Algorithm", command=runRandomForest) 

rfButton.place(x=740,y=100) 

rfButton.config(font=font1)  

graphButton = Button(main, text="Comparison Graph", command=graph) 

graphButton.place(x=50,y=150) 

graphButton.config(font=font1) 

predictButton = Button(main, text="Twins or Real Face Prediction", command=predict) 

predictButton.place(x=300,y=150) 

predictButton.config(font=font1)   

#main.config(bg='OliveDrab2') 

main.mainloop() 

  

  

  

  

  



  

 6. SCREENSHOTS 

To run project double click on ‘run.bat’ file to get below screen 

  

In above screen click on ‘Upload Twins Dataset’ button to upload dataset and get below output 

  

In above screen selecting and uploading ‘Dataset’ folder and then click on ‘Select Folder’ button 



to load dataset and get below output 

  

In above screen we can see dataset loaded and we can see available labels and images in the 

dataset and now click on ‘Dataset Preprocessing’ button to normalize, shuffle and split dataset 

into train and test and  will get below output 

  
In above screen we can see dataset processed and we can see total images used for train and test 

and now click on ‘Run Naïve Bayes Algorithm’ button to train Naïve Bayes and get below 

output 



  
In above screen with Naïve Bayes we got accuracy as 99% and we can see other metrics also and 

in confusion matrix graph x-axis represents Predicted Labels and y-axis represents True Labels 

and green and yellow boxes contains Correct Prediction count and blue boxes represents 

incorrect prediction count which is 1 only and now close above window and then click on ‘Run 

Random Forest’ button to train Random Forest and get below output 

  
In above screen with Random Forest we got 100% accuracy and we can see confusion graph also 

and now click on ‘Comparison Graph’ button to get below graph. 



  
In above graph x-axis represents algorithm names and y-axis represents accuracy and other 

metrics in different colour bars and in both algorithms Random Forest got high performance and 

now click on ‘Twins or Real Face Prediction’ button to upload test image and get below output. 

  
In above screen selecting and uploading ‘0.jpg’ image and then click on ‘Open’ button to load 

image and get below output. 

  

  



  
In above screen in red colour text we can see image predicted as Twins and we can see detected 

object in face in black and white colour and similarly you can upload and test other images. 

  
In above screen image predicted as real. 

  

 



7. CONCLUSION 

The paper reviews twins faces are exists and this twins can utilize advantages to dupe peoples in 

examination or any other organizations. To detect such twins we are applying machine learning 

algorithms such as Naïve Bayes and Random Forest which may get trained on possible Real and 

Twins faces. Once after training we can input face to this trained model to identify weather face 

is Real or Twin. Before training we are applying various image processing techniques such as 

applying Bilateral Filters to enhance image quality and then convert image to Black & White 

format and then apply Object detection technique to detect face from image. This processed 

image will be input to Machine learning algorithm to train a model. . The issues identified in 

existing methods were listed as future directions to provide efficient solution. 
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Department of Computer Science & Engineering 

 

An Event Report 

On 

“CLUB IDEA PRESENTATION” 

 
Title of Event : Club Idea Presentation 

 

Date of Event : 16/12/2023  

(Time: 10.00 AM- 12.30PM & 1.30 PM- 3.30PM) 

 

Total No. of Participants : 118 (Registered) 

Student Participants : II & III Years 

Venue : CSE block, CMR Engineering College 

Organizers  : Dept. of CSE  
 

Coordinators : Mr. Mrutyunjaya S Yalawar 

                                      Mrs. Y. Prathima 

 

Aim & Objective: 

The major objective of the Club Idea Presentation is to make the students making presentation 

towards the most demanding technology in Artificial Intelligence, Machine Learning, IOT and 

various kinds of domain where students  need to work on problems and its possible solutions. The 

event were in relation to change requirement where how to work on various domains available in 

order to findout the accuracy for the given problem using various techniques related to AI, ML, 

IOT etc applications. Therefore, participants can learn a broad range of current used frameworks 

with research motivations, contribution towards paper publications and value additions in the 

field of various real time applications related to like Healthcare, E-Commerce, Banking Sector 

etc, The Overall Event made the understand of how to work with Ideas with respect to poster 

presentation in various fields.  

 

 

 

Description 

 

This specific Event for 1 Day gives the overall basic Club Idea of poster implementation using 

various applications where the Students can able to solve  the real time problems by using 

techniques in the form of posters.  

The Presentation was conducted to improve the knowledge of the student skills, 
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Communication, their ability to express the technical views. It was conducted internally within the 

departments by the Coding club Coordinators ( N Tejasree, Swathi M, Mahesh S, Sai Manasa) and AI 

Club Coordinators (M Bhargavi, A Puneetha) . The evaluation was done by various Department Heads 

and the Principal. There are 4 prizes (First, Second and two Third prizes) along with the consolation 

Prizes for three Teams. 

 

The Winners were 

 

First Prize : M. Ashritha Reddy, B. Prabhas, P. Sai Sadhika, Manideep 

 

Second Prize   : P. Akshaya, B. Rithika, P.Vasu, P. Manoj 

 

Third Prize :  Preetam Sarkar, G Gouthami, P. Ahwitha,  

    Abhishek K, Ananya, Sindhuja, Raghavendra, 

 

Consolation    : P. Rithika, R Anjali, Akshaya CH, Vignesh 

    K Dhraneesh, Ravi Kumar, M Adithya, B Sri kumar 

                Soumya Sikchi, S Nandini, M Mercy, T Nandu 

 

List of Participants (screenshots if any) 
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Benefits in terms of Learning: 
 

Research Motivations, hands on experience on Artificial Intelligence poster of various 

Applications. 

 

1. Students can improve their Skills and Ideas through their posters. 

2. They have prepared the poster by representing their technical thoughts. 

3. Students can develop the ability to communicate perceptively and concisely an important workplace 

skill. 

 

4. The presentation will be shaped by how they are used in their discipline and by the assessment task 

itself 
 

Sample Photographs (Banner) 
 

 

 
 

 

 

 

 

Club Event Coordinators CSE-HOD 
 



 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Artificial Intelligence (AI) Club 

AI CLUB ACTIVITY LIST: III-I SEM (2024-25) 

Sl No Week # Proposed Activity  Remarks 

 

1 
 

08th  Sep 2024 

 

Club members Registration. 
 

 

 

 

2 

 

16th to 23rd  Sep 

2024 

 

Started working on Real time Projects 

related to AI 
 

 

 

 

3 

 

30th to 07th  Sep 

2024 

 

Demonstration about various Domains 

to Club Students. 
 

 

 

 

4 
 

07th to 14th Oct 

2024 

 

Project Title Selections 
 

 

 

5 

 

11th to 18th Nov 

2024 
 

 

Project Executions 
 

 

 

 

6 
 

12th  Nov 2024 

 

 

Organized Workshop on “Generative 

AI” 

 

 

7 
 

25th to 09 Dec 

2024 
 

 

Executions of  Projects. 
 

 

 

 

 

  AI CLUB Coordinator     HOD (CSE) 



 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Artificial Intelligence (AI) Club 

AI CLUB ACTIVITY LIST: III-II SEM (2024-25) 

Sl No Week # Proposed Activity  Remarks 

 

1 
 

18th Jan 2025 

 

Event – Poster Presentation on Projects 
(Dept Level Event) 

 

 

 

2 
 

25th to 01st Feb 

2025 

 

Start working on Real time Projects 

related to Machine Learning 
 

 

 

 

3 
 

08th to 15th Feb 

2025 

 

Demonstration about various Domains, 

Techniques on Projects to Club 

Students. 
 

 

 

 

4 

 

22nd to 01st Mar 

2025 

 

 

Project Title Selections 

 

 

 

5 

 

01st to 08th Mar 

2025 
 

 

Explaining about Techniques, 

Algorithms of projects & Executions 

 

 

 

 

6 

 

15th  to 22nd Mar 

2025 
 

 

Executions of  Projects. 
 

 

7 
 

22nd to 05th Apr 

2025 

Make the each students to participate in 

atleast one Activity (Outside College) 

and giving presentations of their 

projects. 

 

 

 

 

 

  AI CLUB Coordinator     HOD (CSE) 















 

 

Department of Computer Science & Engineering 

 

An Event Report 

On 

“CLUBS PROJECT PRESENTATION” 

 
Title of Event : Clubs Project Presentation 

 

Date of Event : 25/03/2025, 26/03/2025, 28/03/2025 

(Time: 10.00 AM- 12.30PM & 1.30 PM- 3.30PM) 

 

Total No. of Participants : 755 (Registered) 

Student Participants : II & III Years 

Venue : CSE block, CMR Engineering College 

Organizers  : Dept. of CSE  
 

Coordinators : Mr. Mrutyunjaya S Yalawar 

                                      Mrs. Y. Prathima 

 

Aim & Objective: 

The major objective of the Club Project Presentation is to make the students making presentation 

towards the most demanding technology in Artificial Intelligence, Machine Learning, IOT and 

various kinds of domain where students need to work on problems and its possible solutions. The 

event were in relation to change requirement where how to work on various domains available in 

order to findout the accuracy for the given problem using various techniques related to AI, ML, 

IOT etc applications. Therefore, participants can learn a broad range of current used frameworks 

with research motivations, contribution towards paper publications and value additions in the 

field of various real time applications related to like Mobile App Development, Business 

Productivity App, Education Technology, Social Networking, Sector etc, The Overall Event 

made the understand of how to work with Ideas with respect to poster presentation in various 

fields.  

 

 

Description 

 

This specific Event for 3 Days gives the overall basic Club project presentations and 

implementation using various applications where the Students can able to solve  the real time 

problems by using techniques in the form of posters, real time applications.  

  The Presentation was conducted to improve the knowledge of the student skills, Communication, their 



 

ability to express the technical views. It was conducted internally within the departments by the Coding 

club Coordinators (J.Manjuvani, B.Pallavi, Kagdi Husen Rajabali, M.Nageshwar, K.Arun Prakash, 

Laxman, MD.Mohammed Azhar, G.Nikhil) and AI Club Coordinators (K. Anoosha, Disha Maity, S. 

Sumalatha, J. Ramya,) . The evaluation was done by various Department Heads and the Principal. 

There are 4 prizes (First, Second and two Third prizes) along with the consolation Prizes for three 

Teams. 

 

List of Participants (screenshots if any) 
 

 

 

 

 

 



 

 

 

 



 

 

 

 

 

 

 



 

Students List (Batch wise): 
 
II Year Students: 
 

 

 



 

 
 

 

 



 

 

 



 

 

 
 
 



 

 

 
 
 
 

 
 

 

 
 

 

 

 
 



 

 

 



 

 
 
 

 

 
 
 
 



 

 
 

 
 
 
 
 
 
 
 
 
 
 
 



 

III Year Students: 
 

 

 
 



 

 

 
 
 



 

 

 



 

 

 



 

 
 

 
 
 
 
 
 
 
 



 

Benefits in terms of Learning: 
 

Research Motivations, hands on experience on Artificial Intelligence, Coding based various 

Applications. 

 

1. Students can improve their Skills and Ideas through their posters. 

2. They have prepared the poster by representing their technical thoughts. 

3. Students can develop the ability to communicate perceptively and concisely an important workplace 

skill. 

 

4. The presentation will be shaped by how they are used in their discipline and by the assessment task 

itself 
 

Sample Photographs (Banner) 
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